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Creating a Theory or Model 

What is a ñmodelò? 

Loosely speaking, a model of brain function is simply a 

description of how a particular process (for example, 

control of spatial navigation) works in the brain   

This description can take many different forms, for example: 

ïBox diagram 

ïVerbal description 

ïSimple mathematical model of a psychophysical 

relation 

ïComplex neural network involving several 

mathematical equations 
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Many approaches to modeling have been taken 

Artificial  intelligence (AI) . Study of human cognitive abilities 

(intelligence) using models that are implemented as computer 

programs or hardware. In contrast with neural modeling, the term AI   

typically implies an approach that pays little regard to the neural 

mechanisms that implement these abilities in brains (ñtop-downò 

approach) 

Cognitive psychology. Study of human cognitive abilities, but rarely 

including much attention to neuroanatomy or neurophysiology 

Cognitive neuroscience. Studies of human or animal behavior/cognitive 

processes with an emphasis on the underlying neural structures 

Computational neuroscience. Study of brain function in terms of the 

information processing properties of the neuronal structures 

Neural modeling, neural network modeling. The use of neural networks to 

model brain areas or cognitive processes. A subset of both cognitive 

neuroscience and computational neuroscience 
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Summary to this Point 

How should we go about figuring out how the human brain 

works? 

ïWhat tools do we use to measure the brainôs 

computations? 

ïWhat experiments should we run with these tools? 

ïHow should we describe the results? 

In 510 we limit  ourselves to descriptions in terms of neural 

models 



Descriptions in Terms of Neural Models 

What limitations it imposes on the data we can model? 

ïWithout neural data these models are hard to verify 

even if behavioral output matches the experiment 

ïWithout behavioral output it is hard to verify the 

functional usefulness of the circuit even if activities 

match the recordings 

Thus we are most efficient as a combination of cognitive and 

computational neuroscience that relies on both behavioral 

and neurophysiological data 
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What is Computational Neuroscience? 

Churchland, Koch, & Sejnowski (1990): two connotations of 
the term ñcomputational neuroscienceò 

1. We ought to be able to exploit the conceptual and 
technical resources of computational research to help 
find explanations of how neural structures achieve 
their effects 

2. Theoretical progress ought to be gained through 
cooperative projects undertaken by neurobiologists 
and computer scientists 

Computational neuroscience is the study of brain function in 
terms of the information processing properties of the 
structures that make up the nervous system 

It is an interdisciplinary science that links the diverse fields of 
neuroscience, cognitive science, electrical engineering, 
computer science, physics, and mathematics  
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Opposite Strategies For Brain Study 

Neurobiologists ~ Strict bottom-up strategy ï assumes higher 

level strategies cannot be adequately addressed or 

understood until all the finer grained properties of neurons 

and synapses are understood 

Computer scientists ~ Strict top-down strategy ï structure of 

the nervous system is essentially irrelevant to determining 

the nature of cognition. Need only satisfy computational or 

psychological constraints 
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Problems With Bottom-Up Strategy 

Knowing all of the fine-grained detail is impossible 

Even if  it was possible  

ïSome of it might not be necessary, thus a lot of effort 

might be wasted 

ïIt still might be not enough: emergent properties ï i.e. 

those that arise only in networks or systems of neurons 

An approach where you throw everything you know into the 

model and hope it will  eventually become intelligent 

appears unrealistic on the time scale of human life 
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Marrôs Levels of a Computational Theory 

Computational level ï level of abstract problem analysis 

wherein the task (e.g. determining structure from visual 

motion) is decomposed into its main constituents 

 

Algorithm level ï level specifying a formal procedure by 

which, for a given input, the correct output will  be given 

 

Implementation level ï level defining the physical 

implementation of the computations 
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Marrôs Levels of a Computational Theory 

Marr believed that higher levels are largely independent of 

the lower levels  

Therefore, a top-down approach can be used wherein: 

ïComputational problems can be studied without 

analyzing the algorithm that executes them, and  

ïAlgorithmic solutions can be sought independently of 

an understanding of their physical implementation in 

the brain 

 

ñDoctrine of Independenceò 
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What Exactly Is a ñComputerò?  

Important point: Different architectures may be input-output 

equivalent, but nevertheless be radically different in 

procedures and in the speed of arriving at results 

Thus we can expand our definition of a computer to all 

physical systems that can do computations 

 

The brain can be considered a computer that uses algorithms 

very different from those implemented by serial computers 

This difference partially led to Marrôs doctrine of 

independence  
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Questions Regarding the Doctrine of Independence 

 

As a matter of formal theory, can a given algorithm that is 

already known to perform a task in a given machine (the 

brain) be implemented in some other machine with a 

different architecture (e.g., a computer) ? 

Computational neuroscientistôs answer: Yes. 

Furthermore, some algorithms were shown to work on digital 

computers and have implementations using neuron-like 

elements (e.g. breadth-first bidirectional search has been 

shown to work in the simulations of brain-like cells) 
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Questions Regarding the Doctrine of Independence 

As a matter of discovery, can one figure out the problem 

analysis (computational level) and the algorithm of a 

particular brain function independent of the facts about the 

implementation? 

Computational neuroscientistôs answer: Probably not 

Furthermore, it appears that in detailed biophysical models 

same function can be achieved with different 

implementations (e.g. overall excitability of the system can 

be limited through reducing excitability of individual cells, 

introducing a set of inhibitory interneurons, etc) 
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Problems With Top-Down Strategy 

Space of all possible computational strategies to solve a given 

behavioral task is too vast to explore without clues from 

the neural implementation 

ïBiologyôs solution to a problem is intimately linked to 

sensor qualities and the fact that the same organism 

must solve other tasks with limited ñcircuitryò 

ïProcess of evolution further limits the solutions that 

biology can use 

ïMust ñgo into the black boxò to have a reasonable 

chance of figuring out the true nature of cognitive 

capacities 
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CNS

SYSTEMS

MAPS

NETWORKS

NEURONS

SYNAPSES

MOLECULES

SCALE

1 m

10 cm

1 cm

1 mm

100 mm

1 mm

1x10-10 m

Levels Of Organization In Nervous Systems 

(different from Marrôs levels of analysis) 

Some structural levels are shown at right 

Could similarly define temporal levels, 

ranging from 10 ms (gating of a single 

ion channel) to days or weeks (memory 

changes, e.g.  long-term potentiation at a 

synapse) 
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Which Levels (Scales) to Study? 

Specifically: to understand how the brain controls behavior? 

Churchland et al: answer will  slowly emerge as neuroscience 

and computational theories co-evolve 

For now, probably best to study all levels 

 

They add a caution: 

ïñIn a sense, the postulation of levels is artificial from 

the point of view of the functioning brain, even though 

it may be scientifically indispensable if  we are to make 

progress.ò 



Multiscale Modeling 

INCF created a Program on Multiscale Modeling in 2009 

Multiscale Computational Modeling permits integration of 

neuroscience data on several scales to help bridge the 

multiple levels of organization in the description and 

understanding of the nervous system 

ïNineML ï a descriptive language for neural modeling 

ïMUSIC ï multisimulation coordinator 

ïCNO ï computational neuroscience ontology 
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Multiscale Modeling 

MOOSE ï Multiscale Object-Oriented Simulation 

Environment: 

spans the range from single molecules to subcellular 

networks, from single cells to neuronal networks, and to 

still larger systems 
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Churchland et al. Summary 

No single neural model can span all of the levels of study 

needed to form a thorough understanding of the brain 

ï20 years later still holds true despite recent effort 

ïMight be generally impossible 

It may be necessary to make assumptions beyond available 

data at a level to reach a better understanding at that level  

ïIt usually is necessary, the data is never complete 

ïThese assumptions can be a driving force behind new 

experiments 

Theories should integrate level by level to form a coherent 

whole 

ïAttempts are made, but these theories are usually hard 

to comprehend 
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Churchland et al. Summary 

It is necessary to abstract lower levels in order to make 

comprehensible models of higher levels 

ïThat is obvious, the question is where to draw the line 

 

Finally, all models are temporary!!! 

 

Churchland et al, p. 54: 

ñ... As long as the model captures some useful kernel of truth 

that leads to new ways of thinking and productive 

experiments, the model will  have served its purpose, 

suggesting an improved model even as it is itself 

disproved.ò 
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Churchland et al. Summary  

A final comment by the authors: 

ñ... A very elaborate and sophisticated model that does not 

translate well into an experimental program is a sterile 

exercise when compared to something rougher that leads to 

productive research directions.ò 

 

An interpretation of this:  

A modelôs utility  is greatly reduced if  it is too complex to be 

understood by experimentalists 

 

Or, distilled even further: 

Simpler is usually better 
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How Do Different Scales Interact? 

A fundamental question of neural modeling 

Short term activity of the cells shall be converted into long 

term changes in synaptic weights 

Furthermore, it has to happen during the performance, not 

during some ñoff-lineò mode  

 

REAL-TIME

INFORMATION

PROCESSING

LEARNING

STM

DYNAMICS

LTM

DYNAMICS
HOW LINKED ?

Side notes: 

Sleep consolidation theory,  

Data on replay of experiences 

during sleep 
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Examples of Neural Models at Various Scales 

Compartmental model of a single neuron or several cells 

(well defined properties of each cell) 1-10 cells 

Small circuit models (well defined properties of a small well 

defined circuit) ~10-100 cells 

Models of cells in certain brain areas performing simple 

function (some assumed properties, connectivity patterns, 

etc) ~100-1000 cells 

Models of cells in multiple brain areas performing elaborate 

function (more assumed properties, connectivity patterns, 

etc) ~1000-100000 cells 

Large scale models, lots of assumptions and not always 

functional, ~100000 cells and more. Usually the larger it is 

the less functional it is 
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Compartmental Model of a Single Neuron 

Compartmental models treat a 

single neuron as a discrete set of 

small regions (compartments) 

that are electrically homogenous 
 

A small electrical circuit is 

defined for each compartment 
 

Compartments are connected 

together and simulated to obtain 

complex cell properties 
 

Most well known - De Schutter 

and Bower (1994) 

Holmes and Rall in HBT : 



Compartmental Model of a Single Neuron 

Quite a few neurosimulation 
software packages are based 
on this approach 

A: membrane potential 1.4 ms after 

begin of complex spike. 
 

B: membrane potential 4.0 ms after 

begin of complex spike. 
 

C: membrane potential 10.0 ms after 

begin of complex spike (after the 

last somatic action potential). 
 

D and E: submembrane Ca2+ 

concentration at same times as A 

and B respectively. 
 

F: the complex spike in the soma (red) 

and distal dendrite (green) with the 

time at which images A-C were 

taken indicated by white bars. Note 

the non-linear [Ca2+] scales. 
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Compartmental Model of a Single Neuron 

The classic model of single neuron membrane potential was 

designed by Hodgkin and Huxley (1952) [next week 

lecture] 

This was a ñpointò model (i.e., neuron treated as having no 

spatial extent) rather than a compartmental model 

Compartmental model is an extension of Hodgkin and Huxley 

model where multiple point models of compartments are 

linked together to form a neuron [following lecture] 

As Jim Bower said, they were incrementally adding 

compartments and currents until the model cell properties 

matched those experimentally recorded 

Note: they were looking to match cell properties, not any 

network level behavior 



Compartmental Model of a Single Neuron 

This scale of modeling is best suited for simulations of single 

cell recordings 

With enough data you can  

ïmodel the distribution of channels along the dendritic 

tree,  

ïlook at spatial distribution of potential and 

concentrations of different ions 

ïstudy interactions between different inputs to the cell 

 

The main goal is usually to find the important cell features 

and based on them to build a reduced model that can be 

used in network simulations 
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 Features of Small Circuit Models 

All  neurons in circuit are known, including many of the more 
complex properties of individual neurons and associated 
synapses 

Some studies use only a subset of them for mathematical or 
conceptual tractability 

Neuron and synapse properties are represented in much more 
detail than in most neural networks, though not as detailed 
as compartmental models 

In some cases, sophisticated mathematical analyses are 
carried out, including proofs of stable oscillations, etc., for 
certain parameter regimes 

Other studies often just simulate networks rather than 
carrying out the very complex and often essentially 
impossible mathematical analyses 

 



Small Circuit Models 

Here the function of the circuit takes precedence over detailed 

cell descriptions 

Often these models are built on the data from invertebrates, 

since they usually have fewer cells subserving observable 

functions 

Tritonia circuit switching from withdrawal (B) to swim 

pattern oscillation (C) depending on modulation of C2 
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From Dickinson in HBT, p. 632 



Small Circuit Models 

Rely on both single cell recordings and multicell recordings 

Slice recordings are less valuable here as we are concerned 

with functionality, and that needs alive behaving animal 

We can still model precise effects on the level of ionic 

channels and concentrations 

 

The main goal of small circuit modeling of vertebrates is a 

detailed study of network properties: 

Same circuits repeat in different areas of the brain, quickly 

checking the existing model against the data from new area 

and tweaking it is much simpler then designing a new 

model  

Watch out, sometimes these tweaks are totally unrealisticé 
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Small Circuit Models 

Several models that we will  cover in detail can also be 

classified as small circuit despite lack of attention to cell 

details: 

Feedforward Shunting Network ï models the adaptation in 

retinal cells, shows correlations with neurophysiological 

data despite overly simplistic cell descriptions 

Recurrent Competitive Field ï models the competition that 

can take place in various brain areas and subserve the 

subsequent learning of correct categories 

Self-Organizing Map ï models learning of topographically 

represented stimuli in sensory cortices 

 

Having enough of small circuits handy helps to construct 

bigger models 
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Models of Few Small Areas of the Brain 

So far we looked at cell activities and interactions between 

cells 

Here the interactions between populations of cells become 

more important  

Probably the most represented category of neural models 

We will  look at von der Malsburg model of oriented receptive 

field formation, basic ART model, and the BEATS that 

decodes spatial or temporal intervals 

Multicell recordings from awake behaving animals are the 

main source of data for these models 

Both spatial and temporal components of the interactions are 

important 



CN 510 Lecture 2 33 

Place and Grid Cells 

Place cells: OôKeefe and Dostrowsky, (1971) 

ïFiring of a cell is restricted to an area of space while the 

animal navigates through the environment 

ïFound in hippocampal areas CA1, CA3 and dentate gyrus 

(DG) 

Grid cells: Hafting et al., (2005)  

Firing of a cell is restricted to multiple areas of space while the 

animal navigates through the environment 

These areas repeat in hexagonal grid pattern with small (30-

80cm) periods 

Found in all layers of entorhinal cortex (EC) 

 



CN 510 Lecture 2 34 

Grid -to-Place Decoding And Learning 

Five EC cells per spatial scale 

DG cells combine two entorhinal spatial scales 
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DG signal will  still be periodic, but the period will  be much larger than grid 

cell periods (572cm for two scales in the figure), the more scales the model 

combines  the larger representation it can build 

Grid -to-Place Decoding And Learning 
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Features of Small Areas Models 

A lot of simple properties of neurons in the involved areas are 
known, including firing rates, response properties and local 
connectivity 

Studies can only use a subset of them that are hypothesized to 
be important for the functionality 

Neuronal and synaptic properties are represented in more 
details than in artificial neural networks, though not as 
detailed as compartmental or small circuit models 

 

Studies are carried by numerical simulations as mathematical 
analysis is intractable 

Results are compared to neurophysiological and sometimes 
behavioral data 



Models of Cells in Multiple Brain Areas 
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Modular Neural Exploring and Traveling Agent 

MoNETA as many other medium to large scale models is 

meant to capture some of the gross capabilities of the brain 

functions controlling behavior 

Each block in diagram corresponds to a field of cells, but 

these do not always correspond to specific brain areas 

Properties of model cells are simplified  

Some, but not all, model cell types have been compared to 

cells existing in vivo (e.g. hippocampus, visual cortex) 
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Modular Neural Exploring and Traveling Agent 

Cell recordings combined with behavioral data 
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Modular Neural Exploring and Traveling Agent 

Main goal is to match the function and the mechanism 
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